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Kagan, Igor, Moshe Gur, and D. Max Snodderly. Spatial organi-
zation of receptive fields of V1 neurons of alert monkeys: comparison
with responses to gratings.J Neurophysiol 88: 2557–2574, 2002;
10.1152/jn.00858.2001. We studied the spatial organization of recep-
tive fields and the responses to gratings of neurons in parafoveal V1
of alert monkeys. Activating regions (ARs) of 228 cells were mapped
with increment and decrement bars while compensating for fixational
eye movements. For cells with two or more ARs, the overlap between
ARs responsive to increments (INC) and ARs responsive to decre-
ments (DEC) was characterized by a quantitative overlap index (OI).
The distribution of overlap indices was bimodal. The larger group
(78% of cells) was composed of complex cells with strongly overlap-
ping ARs (OI � 0.5). The smaller group (14%) was composed of
simple cells with minimal spatial overlap of ARs (OI� 0.3). Simple
cells were preferentially located in layers dominated by the magno-
cellular pathway. A third group of neurons, the monocontrast cells
(8%), responded only to one sign of contrast and had more sustained
responses to flashed stimuli than other cells. One hundred fourteen
neurons were also studied with drifting sinusoidal gratings of various
spatial frequencies and window widths. For complex cells, the relative
modulation (RM, the ratio of the 1st harmonic to the mean firing rate),
ranged from 0.6� 0.4 to 1.1� 0.5 (mean� SD), depending on the
stimulus conditions and the mode of correction for eye movements.
RM was not correlated with the degree of overlap of ARs, indicating
that the spatial organization of receptive fields cannot reliably be
predicted from RM values. In fact, a subset of complex cells had
RM � 1, the traditional criterion for identifying simple cells. How-
ever, unlike simple cells, even those complex cells with high RM
could exhibit diverse nonlinear responses when the spatial frequency
or window size was changed. Furthermore, the responses of complex
cells to counterphase gratings were predominantly nonlinear even
harmonics. These results show that RM is not a robust test of linearity.
Our results indicate that complex cells are the most frequently en-
countered neurons in primate V1, and their behavior needs to receive
more emphasis in models of visual function.

I N T R O D U C T I O N

Hubel and Wiesel (1962, 1968) divided cells in the primary
visual cortex of cats and monkeys into two groups—simple and
complex. They were distinguished by the spatial organization
of the receptive fields; simple cells had small receptive fields
with two or three separateON or OFF zones, whereas complex
cells had larger receptive fields with less discrete zones or
nonlinear summation properties. More recent work has at-

tempted to match the original dichotomy by characterizing
these two types according to their responses to sinusoidal
stimuli. A presumed index of linearity, therelative modulation
(RM, the ratio of the response amplitude at the temporal
frequency of a drifting grating to the mean firing rate) was
proposed to be�1 for simple cells and�1 for complex cells
(De Valois et al. 1982; Movshon et al. 1978; Skottun et al.
1991). However, modulated responses of complex cells have
been reported by many authors (Dean and Tolhurst 1983;
Foster et al. 1985; Glezer et al. 1980, 1982; Hammond et al.
1989; Holub and Morton-Gibson 1981; Kulikowski and
Bishop 1982; Pollen and Ronner 1982; Pollen et al. 1978).
Although the majority view equates cell classification by spa-
tial mapping and by relative modulation criteria (Skottun et al.
1991), there are exceptions to this opinion based on studies in
cat V1 (Dean and Tolhurst 1983; Hammond et al. 1989).

A stronger inconsistency is present in the literature on mon-
key visual cortex, where results based on spatial mapping have
designated a small minority of V1 neurons (7–22%) as simple
cells (Dow 1974; Foster et al. 1985; Gur et al. 1999b; Hubel
and Wiesel 1968; Schiller et al. 1976; Snodderly et al. 2000;
see also Conway 2001), but with one exception (Prince et al.
2000), use of the relative modulation criterion has resulted in
roughly half of monkey V1 neurons (40–60%) being desig-
nated as simple cells (De Valois et al. 1982; O’Keefe et al.
1998; Sceniak et al. 1999, 2001). This conflict has not been
resolved because no paper on monkey V1 has presented data
comparing spatial mapping and relative modulation on the
same sample of cells.

The dominance of simple cells in cat V1 and their linear
properties have influenced much of the theorizing on functional
processing in primary visual cortex (e.g., Artun et al. 1998;
Carandini and Heeger 1994; Carandini et al. 1997; Chance et
al. 1998; Heeger 1993; Heeger et al. 1996; Reich et al. 2001;
Troyer et al. 1998; Wielaard et al. 2001). Numerous studies
have confirmed that simple cells can be considered as basically
linear (half-wave-rectified) spatiotemporal operators (Caran-
dini et al. 1999). Responses of such operators are relatively
easy to predict, analyze, and model. However, if simple cells
are a minor fraction of primate V1 neurons, as spatial mapping
studies indicate, then models of cortical function relevant to
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human perception should incorporate more emphasis on other
cell types.

These considerations led us to study the simple/complex
dichotomy in V1 of alert monkeys. We found that spatial
mapping divided most of our V1 sample into two groups.
Simple cells (14%) had nonoverlapping increment (INC)- and
decrement (DEC)-responsive zones, whereas complex cells
(78%) had overlapping zones. The RM classification was not
equivalent to the overlap/nonoverlap dichotomy. Thus for
monkey V1, the relatively large number of simple cells found
by modulation criteria appears to result from cells with exten-
sively overlapping INC and DEC zones being designated as
simple cells. Furthermore, complex cells with high RM values
still exhibit essential nonlinearities. The dominance of nonlin-
ear cells with overlapping INC and DEC regions implies that
they should be important components in realistic models of
visual cortex function.

Parts of this work have been presented in abstract form (Gur
et al. 1999b; Snodderly et al. 2000).

M E T H O D S

Five adult female monkeys (2 Macaca fascicularis and 3 M. mu-
latta) were used as subjects for spatial mapping, and three of the
monkeys—two M. mulatta and one M. fascicularis—were used for
the grating experiments. Monkeys were trained to fixate on a light-
emitting diode (LED) for water reward. Once the monkey learned the
task, a head-holding implant and a recording well were surgically
attached to the skull under deep anesthesia. All procedures complied
with National Institutes of Health guidelines and were approved by
the Animal Care and Use Committee of the Schepens Eye Research
Institute.

Nerve-spike and eye-movement recording

Fiber electrodes made from quartz-insulated platinum-tungsten al-
loy (Eckhorn and Thomas 1993) with bare tip lengths of �5 �m and
impedance at 1 kHz of 3–4 M� were most frequently used to record
single-unit activity. In some experiments, glass-insulated platinum-
iridium electrodes (Snodderly 1973) with a tip diameter of 1–1.5 �m,
and bare tip length of 5–7 �m, were used. Cells were assigned to
cortical layers based on histological and/or physiological criteria as
previously described (Snodderly and Gur 1995).

Position of the dominant eye was monitored by a double Purkinje
image eye tracker (2- to 3-minarc resolution; 100-Hz sampling rate)
and recorded in a computer file, together with spike arrival times
(0.1-ms time resolution) and spike shapes collected at 10–20 kHz
(Gur et al. 1999a). The trial started when the monkey correctly
pressed the lever in response to the LED and continued for 5 s
provided that the gaze remained within a predefined fixation window,
usually about �1.5°.

Stimulus presentation

Bar and grating stimuli were displayed on a Barco 7351 monitor at
a 60-Hz noninterlaced frame rate, with a Truevision ATVista video
graphics adapter. Bars were optimized for orientation, length, veloc-
ity, and color (green or red), 0.9 log units brighter or darker than the
background of 1 cd/m2. This luminance is in the low photopic range
and stimuli are vividly colored. Chromatic stimuli were generated by
activation of individual guns of the monitor. Incremental (bright) bars
were presented on a neutral gray background; decremental (dark) bars
were presented on a background of a single color (Snodderly and Gur
1995). Because of limitations in the experimental setup, dark bars
with the same luminance decrement for both colors could only be

generated from colored backgrounds. Preliminary tests with our new
system showed no noticeable difference between ARs mapped with
luminance increments and decrements presented on a color or a gray
background.

Monochrome sine gratings of 50% luminance contrast, optimal
orientation, length, and color were presented on backgrounds of the
same color as the decrement bars, with a mean luminance of 1 or 5
cd/m2. Gratings had the same mean luminance as the background or
were presented so that the maximal luminance corresponded to the
luminance of the increment bar. We did not find any difference in
responses to these similar luminance conditions.

After the ocular dominance was established, stimuli were viewed
binocularly, unless responses during monocular viewing were sub-
stantially stronger. The eye position signal for the dominant eye was
added to the stimulus position signal at the beginning of each video
frame (bars) or each second frame (gratings; “ image stabilization,”
Gur and Snodderly 1987, 1997a,b; Snodderly and Gur 1995). This
was done to compensate for changes in eye position during the
intersaccadic intervals. Note that the maximum delay between shifts
in the eye position and subsequent corrections could be as long as 28
ms for bars and 44 ms for gratings; thus this procedure was not
intended to compensate for the fast saccadic eye movements. Epochs
affected by saccades were automatically detected and excluded during
data analysis using a velocity threshold of 10°/s (Snodderly et al.
2001) as described in RESULTS.

Receptive field mapping

The width and location of receptive-field activating regions (AR)
was estimated with increment and decrement bars (2–16 minarc,
mean: 7 � 3 minarc) swept forward and back at 1.5–7°/s across the
receptive field in a direction orthogonal to the optimal orientation axis
(Foster et al. 1985; Pettigrew et al. 1968; Schiller et al. 1976). The
operational term “activating region” is used to distinguish regions that
respond to direct stimulation from other (covert) zones that may
modify the directly evoked response (e.g., side inhibition or facilita-
tion from subthreshold regions). To increase the precision of mea-
surement and minimize possible effects of response latency, we cal-
culated AR widths using the lowest velocity that elicited a strong
response in the data set for each cell.

Using image stabilization and appropriate eye movement correc-
tions, we were able to obtain reliable measures of AR widths and
locations in spite of inevitable variations in fixation (see RESULTS).
Average peristimulus time histograms (PSTH) of responses were
constructed, and a cumulative curve was superimposed (Fig. 1). The
AR width was measured as 95% of the region defined by intersections
of least-squares lines fitted to the cumulative curve for the response to
motion in the preferred direction. Because our coordinates are refer-
enced to the stimulus center, a quarter width of the bar was subtracted
from each side to correct for occasional spikes elicited by incomplete
entry and exit of the stimulus (we found that at least a quarter width
of an optimal test bar was required to elicit a consistent response).

An overlap index (OI) was calculated as (Schiller et al. 1976)

OI �
0.5 � �INCw � DECw� � sep

0.5 � �INCw � DECw� � sep
sep � �INCcenter � DECcenter� (1)

where INCw and DECw denote INC and DEC AR width and sep
denotes the separation between INC and DEC centers (defined as
centers of mass from cumulative curves for motion in the preferred
direction). The OI ranges from negative values for spatially separated
INC and DEC ARs to 1 for complete and symmetric overlap (illus-
trated in RESULTS). For simple cells with three ARs (n � 9), the mean
of two OIs was taken as the measure of overlap. Except for the special
case when one AR is completely inside the other, OI is the ratio of the
zone of overlap to the total receptive field width. We tested several
variations on this formula, but did not find any advantages that would
justify modifying it.
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A directionality index (DI) was computed as 1 minus the ratio of
the response in the nonpreferred direction to the response in the
preferred direction, where the response is defined by the cumulative
spike count in the same manner as determining the AR. Like other

authors, we classified cells as direction selective when their DI was
�0.5 (Snodderly and Gur 1995 and references therein). Except for
control experiments, the reported values of OI were always estimated
using the preferred direction.

Response latency and a transiency index (TI) (Snodderly et al.
2001) were also assessed for a subset of cells (n � 101) stimulated
with increment and decrement stationary flashing bars.

Grating responses

Sinusoidal gratings were restricted in space by a rectangular win-
dow of optimal length (same length as mapping bars), oriented par-
allel to the grating bars and centered on the CRF. The width of the
window in the direction perpendicular to the orientation axis varied
from a fraction of the CRF to a size much wider than the CRF (mean
window width: 56 � 38 minarc; mean window to CRF ratio: 1.9 �
2.3). Spatial frequency varied from 0.1 to 18 cycles/° (cpd), most
frequently from 0.5 to 5 cpd. Two types of gratings—drifting and
counterphase (contrast-reversal)—were used. Drifting gratings were
usually presented at a temporal frequency of 5 Hz. For directional
cells, drift was always in the preferred direction. Counterphase grat-
ings were temporally modulated by a 2-Hz square wave, and in most
cells more than one spatial phase was tested.

The fast Fourier transform (FFT) was used to compute the discrete
Fourier transform (DFT) of neuronal responses, using as input either
the raw concatenated spike train (sequence of 1 and 0 s, where each
1 represents a spike in a spike train sampled at 1 kHz) or a cumulative
histogram of spike arrival times averaged over one stimulus cycle.
The two methods yielded very similar results for the frequency range
of interest. The magnitude (spikes/s) of the response harmonics was
extracted as Fk � (2/N)�DFTk�, k � 1. . .N, where N is the length of
the DFT vector. The relative modulation (RM) of the response to a
drifting grating [the ratio of the 1st harmonic (F1) to the mean firing
rate (F0) with baseline firing rate subtracted] was calculated as (De
Valois et al. 1982)

FIG. 1. Spatial mapping of receptive fields. Estimation of width, location
and spatial overlap of increment (INC) and decrement (DEC) activating
regions (ARs) with sweeping bars. Complex cell 18602, INC width (INCw) 26
minarc; DEC width (DECw), 28 minarc; classical receptive field (CRF), 31
minarc; mapping bar, 4 minarc wide. A: position of the bar vs. time as it is
swept forward across the CRF and back at 5.5°/s. B: peristimulus time
histograms (PSTHs) of the responses in 2 directions of motion based on several
repetitions of the stimulus. Data were collected while compensating for
changes in fixational eye position (Snodderly and Gur 1995) and epochs
perturbed by saccades were excluded (see METHODS). Upward histograms with
light bars represent INC responses and downward histograms with dark bars
represent DEC responses. C: same histograms as in B, converted to spatial
dimensions with spatial position defined as the product of time and the velocity
of the stimulus. The estimation of AR borders for the INC AR is illustrated for
the forward (preferred) direction in the top half of C. The cumulative curve for
the number of spikes fired is shown, along with dashed vertical lines that
denote the intersections of least-squares lines fitted to the cumulative curve.
Solid vertical lines represent AR borders as defined by 95% of the response
between the intersections, distributed symmetrically around the center of mass.
The same process (not shown) was carried out to define the DEC AR. The
separation between the INC and the DEC centers (sep) was used to calculate
the overlap index, OI. Note that the space histograms for backward motion
(bottom half of C) are left-right reversed with respect to their time counterpart
in B to reflect the actual spatial arrangement of the responses. The right
(trailing) edge in time, denoted by the asterisk, is the left (leading) edge in
space. The relative locations of INC and DEC ARs differ slightly in the
forward and backward directions, due to small differences between INC and
DEC response latencies (see RESULTS). Establishing the absolute position of the
receptive field in the 2 directions requires taking the response latency into
account, which is done in D. Correcting for the INC latency of 44 ms and the
DEC latency of 55 ms for this cell shifts the histogram for forward motion to
the left and the histogram for backward motion to the right, so that the estimate
of spatial location of the ARs is consistent for the 2 directions.
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RM �
F1

F0 � F0base

(2)

The mean ongoing firing rate with a uniform field of 1 cd/m2 was
used as a measure of baseline activity (F0base).

The phase (in degrees) of response harmonics was calculated as
phase � [angle(DFT)��/2] � 180/�, where angle(DFT) � imag(log
(DFT)) is the phase of the elements in a complex DFT vector. To
eliminate discontinuities (jumps) due to phase wrapping, a simple
“unwrapping” algorithm was applied. The algorithm minimized the
SD of a set by adding 2� to each phase (1 at a time), re-calculating it,
and then choosing the minimal SD.

Statistical analysis

Individual cells’ PSTHs were plotted with a 10-ms binwidth. Sta-
tistical comparisons were based on the following tests: for non-
Gaussian-distributed variables (e.g., OI), the Mann-Whitney U test
and the Wilcoxon matched-pairs signed-rank test; for Gaussian vari-
ables (e.g., AR width), t-test and paired t-test. Correlations between
variables were calculated using the Spearman r or the Pearson r.
Values reported for individual parameters are means � SD. Analyses
were done with custom software written in Matlab 5.3 (MathWorks).

R E S U L T S

A total of 228 V1 cells with receptive fields at 2–9° (mostly
at 2–5°) eccentricity were studied. All cells were tested with
sweeping bars, 101 cells were tested with flashing bars, and
114 were tested with sinusoidal gratings. Recording sites in-
cluded a broad sample of all laminar locations.

We will refer to individual increment (INC)- and decrement
(DEC)-responsive regions as activating regions (ARs) and the
total region of space occupied by the activating regions as the
classical receptive field (CRF). We describe first the spatial
arrangement of the INC and DEC ARs within the CRF as
measured with sweeping bars, along with information from
flash responses. Then we consider the effects of fixational eye
movements on the neuronal responses to sinusoidal gratings.
Finally, we present a detailed analysis of the modulation of
neuronal firing by gratings and its relationship to the spatial
arrangements of the ARs.

Spatial organization of receptive fields

NEURONS WITH TWO OR THREE ACTIVATING REGIONS. Previous
studies have shown that saccadic eye movements modify re-
sponses to sweeping bars (Gur and Snodderly 1997a; Gur et al.
1997; Snodderly and Gur 1995), even while compensating for
the eye movements of fixation (image stabilization). Consistent
with this observation, AR widths measured when all time
periods were included (32 � 16 minarc; “all data” ) were
inflated (P � 0.0001) compared with widths calculated from
time periods �150 ms after any preceding saccade (28 � 15
minarc, “no saccades” ). Consequently, we base our spatial

FIG. 2. Distribution of overlap index (OI) for cells with 2 ARs. A–D:
individual examples of CRF spatial maps. Each histogram is an average of
several responses to a bar sweeping in the preferred direction with spatial
position defined as the product of time and the velocity of the stimulus.
Because the 10-ms time bin is scaled by the stimulus velocity, the spatial
binwidth varies with the velocity. OI is displayed at the left of each set of
histograms. A: simple cell 10982: INCw and DECw, 8 minarc; CRF, 24
minarc. B: simple cell 20681: INCw, 23 minarc; DECw, 26 minarc; CRF, 41
minarc. C: complex cell 28685: INCw, 21 minarc; DECw, 24 minarc; CRF, 29
minarc. D: complex cell 27766: INCw, 25; DECw, 24 minarc; CRF, 25 minarc.
Bar width was 6 minarc in A and B, 4 minarc in C, and 5 minarc in D. E:
distribution of OI for 211 cells with 2 ARs. �, simple cells; ■ , complex cells;
mean OI values for simple, ‚ (	0.04 � 0.17) and complex, Œ (0.82 � 0.12)
cells.
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mapping results on the “no saccades” mode of data selection,
combined with image stabilization, as the most straightforward
method of correction for eye movements.

After each neuron’s preferred orientation and color had been
determined, receptive fields were mapped with increment and
decrement bars sweeping forward and back across the CRF
(Fig. 1). For some cells, spatially separated ARs could be
defined by their responses to increment and decrement bars
(Fig. 2, A and B), but for most cells, overlapping INC and DEC
ARs were found (Fig. 2, C and D). An OI (see METHODS) was
calculated that ranged from negative values for spatially sep-
arated INC and DEC ARs to 0 for immediately adjacent ARs
to 1 for complete and symmetric overlap.

The distribution of the overlap index is shown in Fig. 2E,
and it is obvious that there are two separate groups of cells. The
cells with nonoverlapping ARs (OI �0.3, n � 33, 14%) will be
referred to as simple cells (Hubel and Wiesel 1962, 1968).
Nine of these were tripartite simple cells with three ARs. In
deference to common usage, cells with overlapping ARs (OI
�0.5, n � 178, 78%) will be called complex cells even though
some of the original descriptions do not fit this category (e.g.,
Hubel and Wiesel 1962, Fig. 7). Although many laboratories
have adopted weak response modulation to drifting gratings as
the criterion for identifying complex cells (Skottun et al. 1991),
we show later in RESULTS that many cells with spatially over-
lapping ARs have strongly modulated responses that are in-
consistent with the expected behavior of complex cells.

CONTROL EXPERIMENTS. Because the measurement of AR and
OI with moving bars is crucial to the results of this paper, we
present evidence that our spatial mapping is not distorted by
temporal effects. Although previous reports of receptive field
measurements in monkey (Dow et al. 1981; Livingstone 1998;
Schiller et al. 1976; Snodderly and Gur 1995) and cat (Peter-
hans et al. 1985) V1 have found that flashed or moving stimuli
give comparable estimates of AR dimensions, the use of mov-
ing stimuli for spatial mapping raises two potential problems:
1) the relative positions of the INC and DEC ARs could be
misjudged due to differences in response latency, and 2) pro-
longation of the response by temporal persistence could lead to
an overestimate of the AR width and OI.

To examine the effects of response latency, we recorded
responses to stationary flashing increment and decrement bars
centered on the CRF. The flashed bars were the same width or
slightly wider than the moving bars. Response latencies for
increments were shorter than latencies for decrements (mean
difference: 7 � 4 ms; INC: 47 � 12 ms; DEC: 54 � 12 ms; r
�0.92; P � 0.0001). These differences will cause shifts in the
apparent relative locations of INC and DEC ARs determined
by the product of latency differences and stimulus velocities.
Because the latency differences were small, correcting the OI
for the differences on a cell-by-cell basis did not cause a
significant change in the OI distribution (mean of absolute
differences between initial and corrected OI: 0.07, mean of
signed differences: 0, P � 0.3; Fig. 3A). Signed differences
caused shifts either toward smaller or larger overlap depending
on the relative AR arrangement, so the net effect was zero. We
conclude that the effects of INC/DEC latency differences are
small, and they lead to balanced increases and decreases of
overlap that do not affect our conclusions about the OI distri-
bution.

The other factor that could introduce errors into OI estima-
tion is the temporal persistence of the response. If the firing
continued after the stimulus left the AR, it would blur the edge
of the AR, inflating both AR width and OI. The higher the

FIG. 3. Spatial mapping—control experiments. A: scatter plot of OIs before
and after the correction for the INC/DEC latency difference for 56 cells for
which both flash and grating data were available. - - -, the line of equality. The
latency differences shift the OI either toward higher or lower overlap, depend-
ing on a given RF spatial arrangement. That is, if a bar encounters the DEC
zone first, and the DEC latency is longer than the INC latency, the measured
overlap will be higher than the real one, and the correction will decrease it;
alternatively, if the INC zone comes first, then the latency difference would
cause underestimation of the overlap, and the correction will increase it. Note
that in nondirectional cells, where OI could be reliably measured for both
directions, INC/DEC latency differences produced a small OI discrepancy for
the two directions of motion (e.g., complex cell shown in Fig. 1). The absolute
OI difference was 0.07 � 0.08, but the signed difference was 0.0 � 0.1, (P �
0.44), because for any given AR arrangement the effect was opposite for the
2 directions. Using a OI for one direction and the latency difference, and
assuming that the latency difference is the only reason for the observed
discrepancy, one can predict the OI for the other direction. The good corre-
spondence between the backward OI measured (0.79 � 0.15) and the OI
predicted from the forward OI and the latency difference (0.76 � 0.19) showed
that indeed the OI discrepancies for the 2 directions were mostly the result of
the latency differences (r � 0.82, P � 0.0001). B: scatter plot of AR widths
estimated with lowest and highest velocities in the set. - - -, the line of equality;
—, the least-squares fit (slope 0.84, r � 0.9, P � 0.0001). On average, the AR
estimates for lower velocities (29 � 13 minarc) were slightly larger than for
higher velocities (27 � 12 minarc; P � 0.01, n � 92).
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velocity, the stronger would be the effect when translating
from time to space. Our data do not conform to this predic-
tion—the AR widths either remained nearly the same or de-
creased slightly with increasing sweep velocity from 3.5 � 1.5
to 4.8 � 1.6°/s (Fig. 3B). As a result, the OI decreased slightly
when going from lower to higher velocity (0.73 � 0.37; 0.66 �
0.36, P � 0.01). The responses to the highest velocities in the
set had quite short durations (87 � 42 ms, in the smallest ARs
as short as 30 ms), providing little evidence for persistence of
the response. Consistent with the view that receptive field
dimensions measured with moving bars are not inflated, a
recent report (Jones et al. 2001) found that CRF widths mea-
sured with drifting bars yield slightly smaller values than
widths based on area summation criteria. Indeed we find that
mean CRF and AR widths in our sample (Table 1) are either
similar to (Born and Tootell 1991; Cumming and Parker 1999;
Schiller et al. 1976; Vinje and Gallant 2002; Zhou at al. 2000)
or smaller than (Foster et al. 1985; Li et al. 2000; Mazer et al.
2002; Rossi et al. 2001; Sceniak et al. 2001) measurements
from other studies in monkeys made at comparable eccentric-
ities.

Other data also are consistent with minimal persistence of
V1 responses. Many cells fire short (�50 ms) bursts of spikes
in response to fast (�10°/s) fixational saccades sweeping
across a stationary stimulus (Snodderly et al. 2001) and in
response to very fast flicker (Gur and Snodderly 1997b). Fur-
thermore, responses to flashes usually do not last longer than
the stimulus duration when latency is taken into account. Even
cells that show some persistence in response to very brief
flashes (e.g., “position/drift” cells) (Snodderly et al. 2001)
yield very consistent measures of AR width with different
stimulus velocities, which suggests that the responses to mov-
ing bars are cut short by inhibitory influences when the stim-
ulus passes from the CRF into the surround. We suggest that in
the presence of a constantly moving retinal image, this kind of
invariance in translating time to space could be a useful feature
for visual processing.

NEURONS WITH ONLY ONE ACTIVATING REGION. A third group
of 17 cells (8% of our sample) responded to only one sign of
contrast (monocontrast), either increment (n � 10) or decre-
ment (n � 7). V1 cells responding to a single sign of contrast
have been reported previously but they were only qualitatively
described (Bullier and Henry 1980) or described as nonori-
ented with sustained firing (T cells) or oriented and predomi-
nantly direction selective (S1 cells) (Schiller et al. 1976). Our
monocontrast cells appear to differ from the latter descriptions
because they were all selective for orientation, but only 4/17
(24%) were direction selective (mean DI 0.3 � 0.28).

COMPARISONS AMONG CELL TYPES. Figure 4 displays histo-
grams of AR widths (left) and CRF widths (right) for the three
cell types and Table 1 gives numerical summaries. For cells
with more than one AR, the mean AR width was used. The
bottom row of Table 1 combines data from all cells, including
those that could not be assigned to layers. Considering the
entire sample, simple cells’ mean AR widths were significantly
smaller than the mean AR widths of complex cells (P �
0.0001). INC and DEC AR widths were highly correlated for
both simple and complex cells (r � 0.88, P � 0.0001). The AR
widths of monocontrast cells were similar to the AR widths of
simple cells.

Cells that could be assigned to individual layers were com-
bined into upper (2/3), middle (all subdivisions of layer 4), and
infragranular (5/6) groups because of the small number of
simple cells in our sample. Simple cells had smaller ARs than
complex cells in layer groups 4 and 5/6 (P � 0.0001). There
were too few monocontrast cells in layer group 5/6 for com-
parisons, but they had smaller ARs than either simple cells
(P � 0.01) or complex cells (P � 0.0001) in the upper layers
2/3 and smaller ARs than complex cells in layer group 4 (P �
0.0001).

The mean CRF widths of simple and complex cells did not
differ significantly when cells from all layers were combined,
in agreement with results from anesthetized monkeys (Foster et
al. 1985). In the layer 4 group also, there was no significant
difference between CRF widths of simple and complex cells.
In the infragranular layers 5 and 6, simple cells’ CRFs were
much smaller than those of complex cells (P � 0.01). A group
of very large complex cells (Fig. 4, bottom panels), all found in
layer 6 (cf. Schiller et al. 1976), contribute to this relationship.
We also found a small number of simple cells in the upper
layers 2/3 with larger CRFs than those of the complex cells
(P � 0.01). A larger sample of simple cells will be needed to
determine whether this is a general pattern.

In addition to moving stimuli, a subset of cells (n � 101)
were tested with stationary flashing bars. Note that because we
used both light (increment) and dark (decrement) stimuli, the
terms “ increment/decrement” are not equivalent to the “ON-
OFF” terminology because an INC AR may give an OFF response
to extinguishing of a decrement stimulus and a DEC AR will
respond to the onset of a decrement stimulus. In agreement
with previous findings (e.g., Dean and Tolhurst 1983; Hubel
and Wiesel 1962, 1968), most simple cells (7/9) gave only ON

or OFF responses at each spatial location, while most complex
cells responded in an ON-OFF fashion to both increment and
decrement flashes. Monocontrast cells (n � 9) gave only on
responses to stimuli of the appropriate contrast.

Monocontrast cells’ responses to flashes were more sus-

TABLE 1. Dimensions of activating regions and classical receptive fields

Layer Group

AR, minarc CRF, minarc

Simple Complex Monocontrast Simple Complex Monocontrast

2/3 22 � 3 (5) 23 � 10 (49) 7 � 2 (5) 48 � 11 (5) 26 � 12 (49) 7 � 2 (5)
4 12 � 7 (18) 28 � 11 (74) 18 � 8 (7) 29 � 16 (18) 32 � 13 (74) 18 � 8 (7)
5/6 8 � 5 (9) 49 � 33 (29) 19 � 12 (3) 19 � 12 (9) 56 � 338 (29) 17 � 11 (3)
All cells 13 � 8 (33) 31 � 18 (178) 14 � 8 (17) 29 � 16 (33) 35 � 21 (178) 14 � 8 (17)

Numbers of cells are in parentheses. 1/33 simple, 26/178 complex, and 2/17 monocontrast cells were not assigned to layers but were included in the statistics
for all cells. Values are means � SD. AR, activating region; CRF, classical receptive field.
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tained than the responses of simple and complex cells. A
transiency index (TI) (Snodderly et al. 2001) that ranged from
near zero for perfectly sustained responses to 1 for very tran-
sient responses was significantly smaller (P � 0.05) for mono-
contrast cells (0.12 � 0.33) than for simple cells (0.40 � 0.41)
and complex cells (0.40 � 0.33). This temporal difference in
the response of the monocontrast cells, along with the small
sizes of their ARs (Table 1) reinforces the idea that they should
be treated as a separate group.

Almost all cells (50/53) tested with flashing bars of increas-
ing widths exhibited strong side inhibition with a response
reduction of �50% as the stimulus was extended beyond the
CRF.

Effects of eye movements on grating responses

It was apparent from inspecting the records that fixational
eye movements considerably affect neuronal responses to grat-
ings (Fig. 5). Almost all saccades and some slower eye move-
ments were followed by spurious firing after a variable delay.
For the complex cell illustrated in Fig. 5, responses to the
drifting grating during stable fixation appeared mostly in the
second half of the stimulus cycle, while eye movements shifted
the responses in time or eliminated them.

To analyze effects of eye movements, we used the stimulus
combination of spatial frequency and window size that evoked
maximal RM. Each behavioral trial was split into segments
corresponding to one temporal cycle of the grating. To quantify
the effects of eye movements, the relative modulation (RM)
was calculated (see METHODS) using two different modes of data
selection as shown in Fig. 5A: 1) accepting all segments (“all” )
or 2) automatically detecting fixational saccades by a velocity

criterion and discarding segments following saccades within
250 ms (“no saccades” ). Segments affected by saccades were
discarded because our compensation for eye movements (im-
age stabilization) had too large a delay to correct for saccades
(see METHODS). Even during the slower movements of the
intersaccadic intervals, noise in the eyetracker signal, small
calibration errors, and small deviations from linearity cause
position errors of a few minutes of arc that are difficult to
eliminate. These residual position errors in image stabilization
result in phase jitter of the retinal image of sinusoidal stimuli
and corresponding jitter of the phases of the neuronal responses
(cf. Bridge and Cumming 2001). To correct for the phase jitter,
an additional measure of the relative modulation was calcu-
lated by dividing the “no saccades” data into segments corre-
sponding to one temporal cycle of the grating and averaging
the RMs of individual segments. This calculation is equivalent
to phase alignment in the frequency domain (“aligned” ). In
principle, alignment could be done in the time domain, but that
would produce erroneous results when applied to modulated
responses that span adjacent temporal cycles. Figure 5D shows
how RM increased as the effects of eye movements and the
accompanying time jitter in the response were progressively
reduced.

As data selection became more stringent, the distributions of
RM shifted toward more modulated values (Fig. 6, going from
top to bottom). Simple cells and complex cells were similarly
affected by saccades (Table 2). Elimination of data segments
affected by saccades increased the mean RM by 22% for
simple cells and by 29% for complex cells (Fig. 6, middle).
Phase alignment increased the mean RM of simple cells by an
additional 22% and of complex cells by an additional 42%
(Fig. 6, bottom). The overall effect of removing both saccade

FIG. 4. The distributions of AR and CRF widths within groups of cortical layers. Top: layers 2 and 3. Middle: all subdivisions
of layer 4. Bottom: infragranular layers 5 and 6. Left: distributions of AR widths for all 3 cell types. Triangles beneath the abscissas
denote mean AR widths. Right: distributions of CRF widths for the same cells. CRF widths for monocontrast cells are identical to
AR widths. Triangles beneath the abscissas denote mean CRF widths. Bin width: 10 minarc.
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influences and phase jitter was an increase in RM of 0.55 units
(49%) for simple cells and 0.51 (84%) for complex cells. Thus
RM increased by almost the same amount for both cell types
but by a larger percentage for complex cells because they had
a lower RM before data selection. Note that selecting data
segments with minimal effects of saccades and then perform-
ing phase alignment resulted in a RM �1 for all simple cells,
like the results from anesthetized animals. However, the same
procedure resulted in 53/93 (57%) of the complex cells having
an RM �1, which distinguishes them from the complex cells
described in anesthetized preparations.

Phase alignment to correct for eye movements has been
previously employed (Carandini et al. 1997; Cumming et al.
1999), and our results suggest that it helps to minimize the
effects of stabilization errors. One would predict that stabili-

zation errors should produce phase dispersion (SD of the phase
of F1 across response cycles) that is greater for cells with
smaller CRFs and for cells with higher optimal spatial frequen-
cies. Consistent with this prediction, we found that for complex
cells, phase dispersion of the “no saccades” data were nega-
tively correlated with CRF width (r � 	0.29, P � 0.005) and
positively correlated with optimal spatial frequency (r � 0.52,
P � 0.0001). Also, as would be expected, the increases in the
RM values for complex cells produced by aligning the seg-
ments were positively correlated with spatial frequency (r �
0.5, P � 0.0001). Trends were the same for simple cells, but
the sample was too small to reach statistical significance.

These results suggest that RM values derived from the “no
saccades” analyses are underestimates of the true values, es-
pecially for cells with small receptive fields or high optimal
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spatial frequencies. However, the RM values derived from
analysis of the aligned segments may be overestimates if there
are significant phase shifts in the neuronal responses due to
other factors, such as intrinsic temporal properties of the neu-
rons (Garcia-Perez 1999). To encompass the range of values
that are our best estimates of the properties of the neurons, we
present the summary data with results based on both methods
of analysis.

Analysis of responses to gratings

When studying each neuron, several stimulus combinations
of window size and spatial frequency were presented. For
comparison with previous studies, the amplitude of the re-
sponse harmonics F0 and F1 to drifting gratings were calcu-
lated, and RM was calculated for the stimulus condition gen-
erating the maximal harmonic of the entire set. If the maximal
harmonic in the set was F0, RM was �1, and if the maximal
harmonic was F1, RM was �1, which is the traditional crite-
rion to distinguish simple cells from complex cells based on
sinusoidal stimulation (De Valois et al. 1982; Skottun et al.
1991).

In Fig. 7, typical responses to gratings are illustrated for a
simple cell and three complex cells. To be conservative, the
data for the figure have been analyzed in the “no saccades”
mode. The simple cell (A) and the first complex cell (B) exhibit
properties characteristic of simple and complex classes found
in anesthetized cats and monkeys. The simple cell response
was highly modulated, whereas the complex cell was almost
unmodulated. Many readers would expect this result, based on
the spatial overlap of the INC and DEC ARs (Skottun et al.
1991). However, for the other complex cells (C and D) with
similar OIs, drifting gratings evoked strong F1 modulation at
the stimulus temporal frequency (5 Hz). Strong modulation
was relatively common among complex cells, and we show
later in RESULTS that the strength of the modulation was not
related to the spatial receptive field organization.

Responses to counterphase gratings (middle left and middle
right) were similar to those described for anesthetized prepa-
rations: the simple cell responded once during a stimulus cycle,

whereas the complex cells responded twice per cycle, like
typical complex cells (De Valois et al. 1982). Note that the
presence of a large, pseudolinear F1 harmonic (5 Hz) in the
response of the complex cells C and D to a drifting grating is
nevertheless associated with a large nonlinear F2 harmonic (4
Hz) in response to the stationary, counterphase grating.

Distributions of response modulation to drifting gratings

A total of 114 cells (93 complex, 16 simple, and 5 mono-
contrast) were studied with drifting sinusoidal gratings. When
choosing the stimulus configuration for analyzing the re-
sponses to drifting gratings we used two criteria. One was the
stimulus evoking the largest F0 or F1, as described in the
preceding text. We refer to this as the stimulus evoking the
maximal harmonic. Because the relative modulation may be a
more important means of transmitting information than the
maximal harmonic (Reich et al. 2001), we also analyzed re-
sponses to the stimulus producing the maximal RM.

For the examples of Fig. 7, and for 75% of simple cells and
57% of complex cells, the stimulus parameters evoking the
maximal harmonic and the maximal RM were the same. For
the rest of the simple and complex cells (n � 44), choosing the
stimulus condition that produced the maximal RM reduced the
amplitude of the maximal harmonic (F0 or F1) by 23 � 19
spikes/s, or 34 � 17%, but increased the mean RM by 47 �
30%.

The value of RM was a function of both the choice of the
stimulus and the mode of correction for eye movements (Table
3). In the most extreme two-way comparison, the mean RM
assigned to complex cells for a stimulus eliciting the maximal
RM analyzed with phase alignment of the response was nearly
twice as large as the mean RM for a stimulus eliciting the
largest single harmonic with only elimination of saccades.

Figure 8 shows histograms illustrating the effects of these
variables on RM values. For each condition, there was consid-
erable overlap between the RM distributions of simple and of
complex cells. Using the maximal harmonic as the traditional
criterion for choice of stimulus and the conservative “no sac-
cades” mode of data analysis (Fig. 8A), many complex cells

FIG. 5. Effects of eye movements on responses to gratings: Data selection and analysis. A: responses of a complex cell to a
drifting sinusoidal grating during 2 behavioral trials of 
5-s duration (cell 04983; trials: 7, 8; OI: 0.96, CRF: 24 minarc). Eye
position (thick line, vertical; thin line, horizontal) is plotted along with the spike train, which is indicated by short vertical lines
underneath the eye-position traces. Fixational saccades in these records often appear to have overshoots that are actually pairs or
clusters of saccades. These apparent transients are reduced or absent in voluntary saccades (see Fig. 2 in Snodderly 1987). The
abrupt saccadic clusters do not intrude on the analyses of neuronal activity during the drift periods. The stimulus was a sine wave
grating of 1 cycle per degree (cpd) spatial frequency drifting at 5-Hz temporal frequency within a window of 33 minarc. The trial
is divided into segments corresponding to the temporal cycles of the stimulus. Each 2nd temporal cycle of 200-ms duration is
marked by a short, thick horizontal line under the spike train. Black inverted triangles above the position traces denote saccade
occurrences. Data selection modes are designated as follows: “all,” all data were used; “no saccades,” only trial segments with no
saccades in the immediately preceding period of 250 ms were accepted. These epochs are framed by boxes formed by thin solid
lines. One such frame includes the period from 1,000 to 1,600 ms (3 cycles) in the topmost trial. Examples of fixational saccades’
effects on neuronal discharge are labeled with letters a–g below the eye position traces. Note that during periods of relatively stable
fixation, the response spanned the first 20 ms and the last 80 ms of a temporal cycle (i.e., the response phase is 
150°). However,
almost every saccade resulted in a spurious burst (e.g., a and b), response displacement (e.g., d, e, and g) or in a missed response
(e.g., c and f). B: cycle-averaged histograms computed over segments accumulated in “All” (left) and “No saccades” (right) data
selection modes. Note the reduction of the unmodulated component F0 and the increase of the F1 component in the “No saccades”
histogram. Dashed horizontal lines indicate the mean ongoing firing rate (8.5 spikes/s). C: phase plots of the F1 response harmonic
for individual stimulus cycles for “All” (left) and “No saccades” (right) data selection modes. Each dot represents the phase of one
response cycle. Note that although there is less phase dispersion in “No saccades” data (SD: 46°) as compared with “All” data (SD:
54°), a significant jitter still persists. D: harmonic analysis of the data. “All” data (left) and data selected for “No saccades” (middle),
compared with a phase-aligned spectrum (right, “Aligned” ). F0 (0 Hz), F1 (5 Hz), and F2 (10 Hz) harmonics are marked by dots
at the end of corresponding amplitude lines. Note the increase of RM values (top right corner of each graph) from “All” to “No
saccades” to “Aligned” spectra.
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showed a substantial degree of modulation and 14% had RM
�1. Most simple cells (69%) had RM �1, although for five
cells, RM was �1. When response phase was aligned (Fig.
8B), both complex and simple cell responses were more mod-
ulated; 37% of complex cells had RM �1 and 87% of simple
cells had RM �1. Selecting the stimulus for maximal RM (Fig.
8, C and D) increased the number of complex cells with RM
�1 to 26% and had an especially large effect on the complex
cells when analyzed with phase alignment: more than half the
complex cells (57%) had RM �1 and all simple cells had RM
�1 (Fig. 8D).

These results suggest an explanation for the discrepancy in
the literature between the small percentage (7–22%) (Dow
1974; Foster et al. 1985; Hubel and Wiesel 1968; Schiller et al.
1976; see also Conway 2001) of neurons in V1 designated as
simple by spatial mapping and the relatively large percentage
(40–60%) (De Valois et al. 1982; O’Keefe et al. 1998; Sceniak
et al. 1999, 2001) found by relative modulation. By relative
modulation criteria 14–37% of complex cells identified by
spatial mapping would be considered simple cells, depending
on the mode of analysis. Because complex cells constitute the

large majority of V1 cells (78% of our sample), the use of RM
�1 as a criterion for identifying simple cells will result in a
mixed population, a large fraction of which are complex cells
by spatial criteria.

Thus in our sample of V1 cells, RM would not be a reliable
criterion for predicting the spatial organization of the CRF.
Depending on the mode of analysis and stimulus conditions
(eliciting the maximal harmonic or the maximal RM), 13–31 to
0–19% of the simple cells and 14–37 to 26–56% of the
complex cells would be grouped with other cells with unlike
spatial receptive fields.

We have not discussed the responses of monocontrast cells
to drifting gratings because they were weak and variable,
though well modulated (mean RM: 1.56). Even with stimuli
selected for the maximal harmonic, the mean response ampli-
tude was only 18 spikes/s (cf. complex cells: 54 spikes/s,
simple cells: 36 spikes/s).

Relative modulation versus spatial organization

Scatter plots illustrating the relationship between the OI and
the value of RM for each cell are shown in Fig. 9. For both
maximal harmonic and maximal RM stimulus conditions, there
was no statistically significant correlation, although there may
be a weak negative relationship for the maximal harmonic
condition. The weak relationship between INC and DEC over-
lap and RM reinforces the conclusion that factors other than
spatial overlap must exert strong influences on the modulation
behavior of the neurons.

Two additional parameters that we measured do not appear
to influence the modulation behavior of the cells. There was no
correlation between RM and the CRF width in all conditions
for both simple and complex cells (data not shown). Also, no
significant correlation was found between RM and the tran-
siency, TI, of responses to flashes.

Responses to counterphase gratings

Fifty-three complex cells were tested with counterphase
gratings. For 25 cells, the spatial frequency of the counterphase
grating was the same as the spatial frequency selected for one
or both stimulus conditions used with the drifting grating; for
the rest, the mean difference between the spatial frequency of
the counterphase grating and the spatial frequency of the drift-
ing grating (in either stimulus condition) was �1 cpd.

Forty-seven of 53 complex cells responded to counterphase
gratings with an F2 harmonic greater than the F1 harmonic and
�40% of the F0 harmonic. Of the remaining six cells, five had
little modulation and one exceptional complex cell had a strong

TABLE 2. RM distributions for different data analysis modes
(maximal RM stimulus condition)

Data Analysis Mode

RM

Simple cells (16) Complex cells (93)

All segments 1.11 � 0.45 0.61 � 0.36
No saccades 1.36 � 0.49 0.79 � 0.43
Aligned F1 phase 1.66 � 0.40 1.12 � 0.46

Values are mean � SD. Numbers of cells are in parentheses. RM, relative
modulation; F1, first harmonic.

FIG. 6. Effects of eye movements and data selection on relative modula-
tions (RM) distributions. Each panel shows the RM distribution for complex
and simple cells for 1 of the modes of data selection. In this and all subsequent
population figures, ■ , complex cells; �, simple cells; Œ and ƒ, the mean RMs
of complex and simple cell populations for a given mode, respectively.
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F1 response. The prevalence of even harmonics in cells with
overlapping INC and DEC ARs suggests that the responses to
counterphase gratings could prove more consistent as counter-
parts for spatial mapping than the degree of modulation to
drifting gratings.

Only four simple cells were tested with counterphase grat-
ings, so we cannot draw conclusions about population behav-
ior.

Spatial frequency selectivity

For 102 cells (88 complex and 14 simple), data were col-
lected with gratings of several spatial frequencies covering a
mean range of 2.2 � 0.8 octaves. Spatial frequency selectivity
curves were analyzed using an automated procedure: for each
curve, the maximum response was normalized to 1 and if the
response at low, high, or both ends of the spatial frequency
range was �71% of the maximum (1/�2), the curve was
considered as having a cutoff frequency. For 51% of the cells,
we reached both high- and low-frequency cutoffs or found no

clear attenuation with spatial frequency. Thus for half of our
sample, we had quantitative confirmation that we operated in a
spatial frequency range that was near the optimum for the cell.
For the rest of the cells, we reached one cutoff, but we did not
obtain data for enough spatial frequencies to cover the cell’s
entire bandwidth. We only had time to collect data around the
spatial frequency that we judged qualitatively to elicit the
strongest response. To confirm that for this half of the sample
we used spatial frequencies that were in a nearly optimal range,
we compared the distributions of the spatial frequencies used
for the two half-samples and the resulting complexity indices
(see following text). The two groups did not differ significantly
(P � 0.2 for both comparisons), so data from all cells were
combined.

Spatial frequencies for maximal harmonic and maximal RM
stimulus conditions are shown in Fig. 10A. Simple and com-
plex cells share the same distribution pattern, with a mode at 1
cpd and mean 
1.5 cpd. The mean is slightly lower than the
values reported for anesthetized monkeys at comparable ec-
centricities (cf. 2.2 cpd in Foster et al. 1985; 2.2–3.2 cpd in De

FIG. 7. Simple cell and complex cell modulation behavior. Each row represents responses of a cell, labeled with the cell type
and overlap index, OI. Left: cycle-averaged PSTH (2 temporal cycles with 10-ms binwidth) for a grating with nearly optimal spatial
parameters, drifting at 5 Hz. Middle left: the amplitudes of the response harmonics and the RM. Middle right: the PSTHs for the
same grating centered on the receptive field and temporally modulated with a 2-Hz square wave (counterphase flicker). Right: the
amplitudes of the response harmonics for the counterphase flicker. A: responses of a simple cell (10982, ongoing discharge, 0
spikes/s; CRF, 24 minarc; INCw, 8 minarc; DECw, 8 minarc). B: unmodulated complex cell 24884 (ongoing discharge, 0.01
spikes/s; CRF,37 minarc; INCw, 32 minarc; DECw, 37 minarc). C: moderately modulated complex cell 03984 (ongoing discharge,
5 spikes/s; CRF, 36 minarc; INCw, 34 minarc; DECw, 32 minarc). D: very modulated complex cell 16885 (ongoing discharge, 0
spikes/s; CRF, 28 minarc; INCw, 24 minarc; DECw, 27 minarc).
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Valois et al. 1982). However, differences in experimental
conditions, including the lower stimulus luminance in our
experiments, may be responsible for these minor discrepancies.

It has been suggested that modulated responses of complex
cells could result from “ too-low spatial frequency” of the
grating (Skottun et al. 1991). This was clearly not the case in
our experiments. For 74/93 complex cells, spatial frequencies
for maximal harmonic and maximal RM conditions either
coincided or the spatial frequency that elicited the maximal
RM was higher than the spatial frequency eliciting the maxi-
mal harmonic.

Complexity index (CI)

Distributions of the number of grating cycles within the CRF
(complexity index, CI) (Glezer et al. 1980) for both the maxi-
mal harmonic and maximal RM conditions are shown in Fig.
10B. The means of the distributions do not differ, so in the
remainder of RESULTS, we will use the maximal harmonic
condition analyzed in the “no saccades mode” for comparisons
with data of other authors.

The idea behind the complexity index is that it may reveal
the presence of preceding “subunits.” We did not find evidence
for multiple subunits in most complex cells, unlike complex

cells described in some earlier papers (Movshon et al. 1978;
Pollen and Ronner 1983). Half of our complex cells, including
those with RM �1, had a CI 
0.5, so that a half cycle of the
grating filled the CRF (Fig. 10C), and more than two-thirds of
the cells had a CI �1. The mean CI was not different for
simple cells (0.80 � 0.68) and complex cells (0.76 � 0.42),
unlike the situation in cat, where complex cells had larger CIs
than simple cells and most cells had CI �1 (Glezer et al. 1980).
Values of CI reported for anesthetized monkeys are also larger
than we have found (Foster et al. 1985). In fact some cells in
our sample had values of CI ��0.5 that may be due to strong
inhibitory surrounds that encroach on the CRF center (Snod-
derly and Gur 1995), and conceal weak receptive field regions
when narrow single bars are used as probes (Carandini et al.
1999; De Valois et al. 2000; Glezer and Gauzelman 1997). The
absence of multiple (�3) spatial lobes in our sample of simple
cells is also consistent with concealment by powerful inhibi-
tory influences.

Spatial frequency and window size interactions

We also calculated how many grating cycles were optimal
for a given condition. This measure is different from CI: it is
the number of cycles that fit a grating window, not the CRF.
For complex cells, 1.0 � 0.8 cycles of a grating were optimal,
and for simple cells it was 1.6 � 1.3. These relationships are
illustrated for the 40 complex cells nearest the mode of the CI
distribution in Fig. 10C.

In 42/54 cells for which data with different grating windows
were collected, window size had a clear effect on the response
amplitude. The ratio of the most effective window widths to
CRF widths was similar for maximal harmonic (1.5) and
maximal RM (1.6) conditions. In most cases, window sizes
slightly wider than the bar-responsive regions were most ef-
fective, although for several cells, windows smaller than the

TABLE 3. RM for stimuli producing the maximal harmonic or the
maximal RM

Response Criterion
for Choice
of Stimulus

RM, No Saccades RM, Aligned F1 Phase

Simple
(16)

Complex
(93)

Simple
(16)

Complex
(93)

Maximal F0 or F1 1.21 � 0.46 0.60 � 0.41 1.51 � 0.31 0.92 � 0.45
Maximal RM 1.36 � 0.49 0.79 � 0.43 1.66 � 0.40 1.12 � 0.46

Values are means � SD. Numbers of cells are in parentheses.

FIG. 8. Relative modulation distributions for different
stimulus conditions and analysis modes. ■ , complex cells;
�, simple cells. Left: “no saccades” analysis mode. Right:
“aligned” analysis mode. Top: RM distributions for stim-
ulus conditions eliciting the maximal harmonic F0 or F1.
Bottom: RM distributions for stimulus conditions produc-
ing maximal RM. See Table 3 for means of the distribu-
tions.
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CRF were required to obtain a response to drifting gratings
because of strong side inhibition. These results are in agree-
ment with Born and Tootell (1991), who found that inhibition
could occur within the bar-responsive region as well as beyond
the bar-responsive region, as would be expected from a recep-
tive field model with overlapping center and surround mecha-
nisms (Sceniak et al. 2001).

For the subset of 21 complex cells assigned to layers 2/3,
the number of grating cycles within the window was 1.2 �
0.6, similar to that reported for supragranular complex cells
of anesthetized monkeys (1.3 � 0.6) (Born and Tootell
1991). Moreover, side inhibition was common in other
layers (cf. Sceniak et al. 2001): in 27/42 cells, the response
declined when the grating width was extended 1.2–4 times
beyond the CRF. These results are in agreement with the
conclusion that most neurons in V1 are not tuned to ex-
tended periodic stimuli but rather to spatially restricted
object boundaries (Born and Tootell 1991; Sceniak et al.
2001; von der Heydt et al. 1992).

For many complex cells, the harmonic content of the
response strongly depended not only on the spatial fre-
quency but also on the spatial window of the grating. An
example of the spatial-frequency–window-size interaction
for a complex cell is shown in Fig. 11A. Increasing spatial
frequency with a fixed window, or increasing window size at
a fixed spatial frequency, transformed the response from a
frequency doubled to an F1-modulated response. The re-
sponses of several complex cells were similarly affected by
increasing the grating width beyond the CRF borders, thus
demonstrating that the surround may not only suppress or
facilitate cells’ responses but also have a strong effect on the
form of the response. The surround influence was particu-
larly powerful for 10 complex cells and 1 simple cell (of 54
cells tested), resulting in different window widths for max-

imal harmonic and for maximal RM stimulus conditions.
Taken together, these data suggest that V1 neurons can be
very context-sensitive and produce a variety of responses
depending on stimulus parameters.

The conditions under which frequency doubling occurs is
another line of evidence that high RM values in complex
cells did not result from too low a spatial frequency. Fre-
quency doubling was defined as F2 � 0.85�F1 (where 0.85
is twice the F2/F1 ratio for a half-rectified sine function).
We observed this feature in response to drifting gratings of
low spatial frequency in 28/93 complex cells (and 1 simple
cell). However, in 24 of 28 cells, RM was higher in response
to higher spatial frequencies (n � 19) and/or another win-
dow size of the grating (n � 5). Most of these cells had
significant F1 modulation: 16/24 cells had maximal RM
�0.5 and 3 had maximal RM �1, “no saccades” mode.
Another example of a cell whose RM decreased as spatial
frequency was lowered is presented in Fig. 11B. In response
to a grating of high spatial frequency, this cell was modu-
lated at the grating’ s temporal frequency (1st row). With
decreasing spatial frequency, the second harmonic appeared
in the response (2nd and 3rd rows), and prevailed over the
fundamental. Thus low spatial frequencies resulted in fre-
quency doubling (F2) modulation and lower RM values.

Frequency doubling in response to a drifting grating oc-
curred in complex cells with a combination of low spatial
frequency and a small window. The mean number of cycles
fitting the window was only 0.3 � 0.15, the grating window
covered only part of the CRF in half the cells, and the mean CI
in the stimulus condition eliciting strongest doubling was
0.34 � 0.17, roughly half the value of the CI for maximal RM
and maximal harmonic conditions. Therefore we suggest that
frequency doubling is evoked by temporal variation in the flux
in the CRF. When only a small fraction of the grating cycle

FIG. 9. Comparison of OI and RM. E, simple cells; F,
complex cells. Left: “no saccades” analysis mode; right:
“aligned” mode. Top, A and B: maximal harmonic condi-
tion. Correlation coefficients for complex cells, r � 	0.2,
no saccades; r � 	0.18, aligned; for simple cells, r �
	0.26, no saccades; r � 	0.26, aligned. Bottom, C and D:
maximal RM condition. Correlation coefficients for com-
plex cells, r � 	0.16, no saccades; r � 	0.11, align; for
simple cells, r � 	0.07, no saccades; r � 0.09, align. P �
0.05 in all cases.
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(�0.5) is exposed to a CRF that responds to both light incre-
ments and decrements, two peaks per one temporal cycle (1 for
the dark and 1 for the bright lobe of the grating) will be present
in the response.

D I S C U S S I O N

Simple and complex cells

In this paper, we have shown that spatial mapping distin-
guishes three cell types: simple, complex, and monocontrast.
We have made the first quantitative measurements of the
spatial overlap of INC and DEC ARs and the relationship to
CRF width in V1 of alert monkeys. For cells with two ARs, the
distribution of OI consists of two separate parts, corresponding
to simple and complex cells. We found that the majority of V1
neurons were complex cells with overlapping INC and DEC
regions (78%), while simple cells comprised only 14% of the
whole sample. Previous work in anesthetized animals has also
shown a bimodal distribution of the OI, with only 4% common
range (monkey, Schiller et al. 1976) or completely dichoto-
mous (cat, Heggelund 1986). This consistent pattern demon-
strates the robustness of spatial mapping as a criterion for
identifying neuronal classes in both anesthetized and alert
animals, provided that eye movements are taken into account.

We have also compared spatial mapping and sinusoidal
stimulation of the same neurons. The results show that the
well-established spatial nonoverlap/overlap (simple/complex)
dichotomy is not equivalent to classification by modulation to
drifting gratings. The most obvious problem with using relative
modulation as a criterion is that many complex cells are
grouped together with simple cells. This practice obscures the
laminar distribution of the simple cells. Although the use of
relative modulation as a criterion results in placing presumed
simple cells rather uniformly throughout the cortical layers
(Sceniak et al. 1999, 2001), Hubel and Wiesel (1968) origi-
nally reported that simple cells of monkey V1 were unevenly
distributed with the majority found in the middle layers. Bullier
and Henry (1980) later presented evidence that these simple
cells were predominantly driven by the magnocellular input
from the lateral geniculate nucleus. Consistent with this con-
clusion, Livingstone and Hubel (1984) found that the highest
proportions of simple cells occurred in layers 4C� and 4B,
which are dominated by magnocellular inputs. Similarly, in our
sample 78% of simple cells were localized to the layers with
strong magnocellular influence (4C/4C�, 4B, and 6).

From a comparative perspective, the magnocellular influ-
ence is interesting because of evidence that the magnocellular
pathway is homologous with the pathway arising from the A
and A1 layers of the cat lateral geniculate nucleus (Kaplan and
Shapley 1982). Considering that experience with the cat visual
system led to the original definition of simple and complex

FIG. 10. Spatial frequency and complexity index (CI) distributions. �,
simple cells; ■ , complex cells. A: spatial frequency distribution. Bin width 0.3
cycles/° (cpd). Top: maximal harmonic condition. Mean spatial frequency:
1.53 cpd (simple cells), 1.5 cpd (complex cells). Bottom: maximal RM con-
dition. Mean spatial frequency: 1.56 cpd (simple cells), 1.63 cpd (complex
cells). B: the distribution of the number of grating cycles that can be fitted
within the cell’s CRF (CI), calculated as the product of spatial frequency and
CRF width. Bin width 0.2 cycle/CRF. Top: maximal harmonic condition.
Bottom: maximal RM condition. For both response criteria, the modes of the
CI distributions are around 0.5, implying that the spatial frequency is matched
to the size of the CRF. C: relationship among CRF, grating spatial frequency,
and window size for 40 complex cells near the mode of CI (0.3 � CI � 0.5).
This scaled diagram represents the actual mean values for these parameters for
the 40 cells: CRF, 30 minarc; window, 52 minarc; spatial frequency, 1.2 cpd.
The luminance profile of the sine wave within the window (1 spatial cycle) is
indicated at the bottom of the diagram.
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cells (Hubel and Wiesel 1962), we are prompted to ask whether
there may be a distinct (cat-like) population of “classical”
complex cells, as well as a large number of simple cells, in the
magnocellular pathway. This line of reasoning suggests that
there may be primate complex cells with strong magnocellular
dominance (the “classical complex” cells) in addition to other
complex cells strongly influenced by the parvocellular path-
way, or combinations of magnocellular and parvocellular in-

puts. Such a partitioning might help to explain the great diver-
sity of complex cell responses.

Monocontrast cells

Cells responding to only one sign of contrast have been
reported before, but their properties were only qualitatively
described (Bullier and Henry 1980) (S1 cells) or different
(Schiller et al. 1976) (S1, T cells) from the monocontrast cells
of our sample. Our monocontrast cells were characterized by
sustained responses to flashes, small ARs, and a low preva-
lence (4/17 cells) of direction selectivity. They also responded
poorly to drifting gratings. Thus these cells seem to be tuned
primarily to stationary or slowly moving stimuli of a single
sign of contrast. We recently reported that cells activated
during the intersaccadic intervals of fixational eye movements,
termed position/drift cells, included many monocontrast cells
(Snodderly et al. 2001). The position/drift cells fire continu-
ously as long as a stationary, steadily illuminated bar is within
their CRF but do not respond to the abrupt fixational saccades.
In fact, six of eight monocontrast cells tested with a stationary
bar were position/drift cells with very small ARs (11 � 8
minarc). We have suggested that monocontrast cells are prob-
ably a separate functional class well suited for coding details of
the visual image (Snodderly et al. 2001).

Eye movements and RM

Recently it has been reported that the distribution of RM in
alert monkeys is unimodal so that simple and complex cells
could not be distinguished (Cumming et al. 1999). Cumming
and colleagues attributed this outcome to response phase shifts
caused by fixational eye movements. To remove these effects,
they analyzed the data in a manner analogous to our “aligned”
mode and found a bimodal distribution of RM, with a notch at
0.91 that was suggested to be the basis for a separation. Indeed,
if we combined RM distributions of simple and complex cells
(e.g., in Fig. 8), we would obtain a distribution with a notch

1. But the two putative modes of the distribution do not
correspond to the classification of cells based on the spatial
maps. Our results show that the responses of simple and
complex cells are sensitive to fixational eye movements, but
taking eye movements into account shifts the RM distributions

FIG. 11. Effects of spatial frequency and of window width. A: interaction
between spatial-frequency and window-size effects. Complex cell 15884 (OI �
0.97; ongoing firing rate 0 spikes/s; CRF, 38 minarc; INCw, 38 minarc; DECw,
30 minarc). Top: spatial frequency was changed while the width of the grating
window was fixed. The 1st harmonic increased and the 2nd harmonic dimin-
ished as spatial frequency increased. Bottom: spatial frequency was fixed at 0.5
cpd, and the width of the grating window was increased. Maximal harmonic
condition: spatial frequency, 0.5 cpd; window width, 83 minarc. Maximal RM
condition: spatial frequency, 0.5 cpd; window width, 162 minarc. B: pseudo-
linear (F1) modulation vs. frequency doubling (F2) in a complex cell. Left:
PSTH (2 cycles are shown); right: harmonic analysis. Spatial frequency (SF)
decreases from top to bottom row. Grating window was 50 minarc, grating
temporal frequency, 5 Hz. Complex cell 18603 (OI, 0.96; ongoing firing rate,
0 spikes/s; CRF, 36 minarc; INCw, 35 minarc, DECw, 36 minarc). Note that
as spatial frequency decreases, the RM decreases but the response amplitude
(the maximal harmonic, F0 here) increases. Thus in this cell, as in 8 other
complex cells, the maximal harmonic condition coincided with the frequency
doubling condition (bottom row) and hence the low spatial frequency was the
most effective one.
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toward higher values in both simple and complex cells, main-
taining considerable overlap between them.

Our conclusion is that simple cells can be identified by a
clear separation of INC and DEC ARs in their receptive fields.
When phase jitter is removed, simple cells also have RM �1 in
response to drifting sinusoidal gratings. However, complex
cells have overlapping INC and DEC ARs and a wide range of
responses to sinusoidal modulation. Although the complex
category includes cells that have unmodulated responses and
large receptive fields as expected, it includes many others as
well.

Modulation and response diversity of complex cells

When clear F1 modulation is present in the response to a
drifting grating but RM is still �1, the mean firing rate (F0
harmonic) is usually taken as a measure of the response am-
plitude. Obviously, when the response is modulated, firing in
part of the temporal cycle is low, thus decreasing F0. Therefore
when F0 is used as the criterion for choosing the “optimal”
stimulus condition, as is commonly done, it biases the condi-
tions toward less modulated responses. In most studies, only
the spatial frequency yielding the maximal number of spikes
averaged over several stimulus cycles has been tested. How-
ever, the spatial frequency eliciting the maximal harmonic is
not necessarily the same as the one eliciting the maximal RM
as shown in our results (cf. Malonek and Spitzer 1989). Thus
the ability of complex cells to produce modulated responses
has probably been underestimated. Nevertheless there have
been numerous reports of modulated responses of complex
cells to drifting gratings (Dean and Tolhurst 1983; Foster et al.
1985; Glezer et al. 1980; Glezer et al. 1982; Hammond et al.
1989; Holub and Morton-Gibson 1981; Kulikowski and
Bishop 1982; Pollen and Ronner 1982; Pollen et al. 1978,
1988) as well as evidence of spatial phase-dependent responses
(Mechler et al. 1999; Pollen et al. 1988; Spitzer and Hochstein
1985; Victor and Purpura 1998). Furthermore, published dis-
tributions of RM show many cells with RM values in the range
of 0.5–1 (Dean and Tolhurst 1983; De Valois et al. 1982;
O’Keefe et al. 1998; Skottun et al. 1991). In addition, using the
membrane potential modulation index derived from intracel-
lular recordings in cat V1, Carandini and Ferster (2000) found
a continuum of responses, implying that complex cells and
simple cells in the mid-range of the continuum should have
similarly robust modulation behavior, and Mechler and
Ringach (2002) calculated that spike threshold nonlinearity
may generate a bimodal extracellular RM distribution from the
unimodal membrane potential modulation index.

Cells with similar RMs may have a quite different harmonic
content at frequencies other than F0 and F1. Even an RM as
low as 0.5 may belong to a cell with a clearly modulated
response that either “ rides” on a level of unmodulated firing or
spans more than half of a temporal cycle. In these cases, F1
will be significantly elevated above the rest of the spectrum,
except for F0. Many cells in our sample behaved in this way in
contrast to other cells with comparable values of RM where F1
was no greater than the other spectral components. To under-
stand the diversity within the complex cells, it may be helpful
to consider the whole range of spectral components in the
neuronal responses.

Some of our stimulus conditions differ from those com-

monly used in studies of anesthetized animals. We note them
here so that future comparisons of our data with results from
other laboratories can take them into account. Our mean lumi-
nance level was relatively low (1 or 5 cd/m2) because of the
need for a relatively large pupil when using the double Purkinje
image eyetracker. Otherwise, our general strategy was to
choose conditions that were most effective for the cell being
studied so that fewer stimuli were required to obtain a good
estimate of its response properties. Stimuli were viewed bin-
ocularly unless (as occasionally happened) monocular viewing
produced a stronger response. We used a monochrome (green
or red) grating, because we found one or the other of these
stimuli to elicit strong responses from most neurons. Two-
thirds of complex cells (60/93), and 12/16 simple cells were
tested with green, which had a broad spectrum and was about
as effective as white for most cells. The most unusual condition
was the use of a red monochrome grating. However, there is no
reason to believe it biased our results. The cells tested with
green or red showed similar modulation behavior (e.g., mean
RM of complex cells was 0.84 � 0.48 for green and 0.70 �
0.30 for red).

Implications for modeling

The existing models of complex cells do not account for the
effects of varying the stimulus configuration on the response
modulation of complex cells. Models based on energy mech-
anisms that compute the sum of squared outputs of quadrature
pairs of linear subunits (Adelson and Bergen 1985; Gaska et al.
1994; Heeger 1991, 1992a,b; Pollen and Ronner 1982, 1983)
predict unmodulated responses to drifting gratings, indepen-
dent of spatial and temporal frequency. It has been proposed
that the modulation observed in some complex cells could be
explained by incomplete overlap of INC and DEC zones (Hee-
ger 1992b), but the lack of correlation between spatial overlap
and modulation speaks against this idea.

Three complex cell models have simulated modulated re-
sponses to drifting gratings, but they have two major short-
comings: unrealistic spatial receptive field structures (Malonek
and Spitzer 1989) or failure to account for effects of different
stimulus configurations (Chance et al. 1999; Garcia-Perez
1999). Thus no existing complex cell model predicts the vari-
ety of behaviors exhibited by complex cells. A modeling study
based on data gathered with a wide set of stimulus parameters
is required to extend the domain of existing models. Because
the responses of complex cells to drifting gratings cannot be
predicted from responses to bars or counterphase gratings,
complex cells clearly violate the superposition principle, and
thus their limited pseudolinear behavior is very different from
the type of linearity ascribed to simple cells. Simple cells, as a
rule, give predictable and robustly modulated responses to all
effective gratings, so that only the amplitude but not the form
of the response depends on stimulus parameters. Complex
cells, on the other hand, frequently show a profound depen-
dence of the response form on the parameters such as spatial
frequency and window size. These findings, together with
preliminary results obtained with different temporal frequen-
cies, suggest that the time course of interactions between INC
and DEC ARs and surrounds may contribute to the diversity of
complex cells’ responses.
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Functional implications

One of the most enduring issues in the physiology of V1 is
the function of neurons classified as simple and complex.
Simple cells have long been viewed as candidates for edge or
feature detection (Hubel and Wiesel 1962), whereas complex
cells have been considered to be suited for local Fourier anal-
ysis (De Valois et al. 1982; Glezer et al. 1982; Pollen and
Ronner 1983). In the framework of the spatial frequency anal-
ysis approach, complex cells are thought to represent the
amplitude of spatially localized spatial frequency coefficients,
invariantly translating small displacements of the stimulus over
a restricted region of visual space and performing phase-
independent cross-orientation and cross-frequency inhibition
tasks (Pollen and Ronner 1983). Our results, as well as results
of previous studies (Born and Tootell 1991; Sceniak et al.
2001), suggest that this functional role would be limited to the
subset of complex cells with exceptionally large ARs. In mon-
keys, especially in the alert state, the spatial extent of near
optimal gratings is strongly limited by side inhibition, and most
cells are tuned to less than two, and frequently less than one,
spatial cycle. Many complex cells, especially in the upper and
middle layers, have small CRFs, comparable to those of simple
cells and thus are able to localize stimuli in space. We suggest
that complex cells are well equipped for analyzing spatial
position and motion regardless of phase and sign of contrast,
whereas simple cells could represent spatial phase information.

The functional significance of modulated responses to drift-
ing gratings remains to be determined. In anesthetized mon-
keys, drifting gratings evoked the highest information rates in
V1 cells with modulated responses and the lowest information
rates in unmodulated cells (Reich et al. 2001). However, tran-
sient responses to abruptly presented stimuli (Mechler et al.
1998; Muller et al. 2001) may be more applicable to natural
vision, where eye movements (Snodderly et al. 2001) and
irregularly moving objects create nonperiodic spatiotemporal
sequences. This consideration suggests that classical spatial
mapping, together with investigation of context effects and
response dynamics, may have more utility than steady-state
modulation for predicting neuronal contributions to visual
function.

It is widely accepted that “ linear” simple cells that respond
selectively to spatial phase and monotonically to signed con-
trast are important for understanding the contribution of V1 to
visual perception (Wielaard et al. 2001). Complex cells have
been assigned a secondary role to generalize over space and to
perform accessory functions such as normalization and gain
control (Carandini et al. 1997; Heeger 1992a; Pollen and
Ronner 1983). Although simple cells’ properties are useful for
at least some aspects of object perception, many functions such
as edge detection may benefit from the spatially restricted
CRF’s of complex cells that generalize over phase and sign of
contrast, especially in coping with small displacements during
fixation periods. Our results demonstrate that it is important to
understand the diversity of complex cells’ responses and the
influences of their surrounds because complex cells represent
the more common functional units in primary visual cortex of
primates.
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